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Key Concepts



What is Test-Time Compute?
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Improving the performance of a machine learning model by 
using more computation at test-time/ for inference.



What is "Reasoning"
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Learning to pattern match abstract concepts such as 
meta-strategies, logic, abstraction and plans, instead of just 
memorizing facts.



What is Verbalized Reasoning
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Why is this n

10Wang et al. 
Towards Understanding How Transformer Perform Multi-step Reasoning with Matching Operation



What is the computational Depth of Transformers
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Continuous Reasoning?
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Moving the reasoning chain into the model's representation 
space.



A Recurrent-Depth Approach



What is recurrent depth?
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A model that recurs "in depth" re-uses its layers or other 
subcomponents to create a deeper or shallower model.
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What is recurrent depth?

7

A model that recurs "in depth" re-uses its layers or other 
subcomponents to create a deeper or shallower model.

Universal Transformers

Looped Transformers
Representation Recycling

RNNs with Adaptive Computation Time

Equilibrium Models

Iterative Refinement
Implicit Neural nets

Hopfield-Amari Models?

Diffusion Models



Why use recurrent-depth as a framework for test-time 
compute?

8

● No supervision on intermediate steps, so no CoT data 
needed with the right training objective

● No increased context length, linear complexity increase
● Recurrent-depth models have less parameters

● Recurrent-depth models are compute-heavy



A good prior for "Reasoning"?
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● Easy to learn iterative algorithms
● Harder for the model to memorize 

Bansal*, Schwarzschild*, Borgnia, Emam, Huang, Goldblum, Goldstein
End-to-end Algorithm Synthesis with Recurrent Networks: Logical Extrapolation Without Overthinking
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A scalable recurrent (depth) architecture



Why did we call this latent recurrent depth?

10



Why did we call this latent recurrent depth?
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Actually 2 transformer layers



Why did we call this latent recurrent depth?
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The "input injection" is crucial 
for stability



Why did we call this latent recurrent depth?
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Diffusion Model connection, 
appears based on findings for 
path independence



What does that mean?

11

https://docs.google.com/file/d/1u-Ljuudz0pvWCt2tYN_Hz8EdgvjCTFeS/preview


Training Objective
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For every training sequence
● Sample a random* number of steps r to recur
● Compute r forward steps
● Compute loss based on the last k steps.



Training Objective Alternatives?
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● Universal Transformers: Train with halting module
● Equilibrium Models: Iterate to convergence, differentiate fixed point 

based on IFT
● Weight-shared models: Just fix number of steps, train as normal
● Diffusion Model: Train to denoise target hidden states



Actually Training a Model at Scale



How do we show that this actually scales?

● 100m parameter, 10B tokens prototypes all work great…
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How do we show that this actually scales?

● 100m parameter, 10B tokens prototypes all work great…

To show that this worked we define a more convincing

 target,  Huginn-3.5B

- 2 + 4 + 2 layers, tied embeds, 3.5B parameters
- We target 1T tokens of a wide pretraining mix
- Will it actually train to be a (semi)-competitive language and reasoning model?
- Who will give us compute …
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Data
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Hardware - The Frontier Supercomputer
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● Oak Ridge National Labs Exascale Machine
● Compute via the INCITE program
● 8x MI250X AMD previous-generation cards 

per node
● Nominally high inter-node connects



Hardware - The Frontier Supercomputer
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unsupported

A month-long odyssey



Hardware - The Frontier Supercomputer
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…
[Fun]
…

… We train on 4096 AMD GPUs in 21 segments of up to 12 hours 
with a constant learning rate with warmup. The setup is 
distributed data parallel with a batch size of 16m tokens.



Initial Scaling Issues
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Initial Scaling Issues
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Large LR, no embed scale, 
no learned adapter

Large LR, prenorm 
layers, learned 
adapter

Main Run:
● Embed scale
● Smaller lr 
● "Sandwich" double RMS 

normalization
● Learned Adapter



Results
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Standard benchmarks
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Reasoning (grade-school math)
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Reasoning (grade-school math)
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Scaling Compute helps on harder tasks
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Scaling Test-Time Compute         vs    Scaling Pretraining
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Scaling Context vs Scaling Test-Time Compute
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What is the model doing?



Convergence rates per recurrence step at every position
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Token Trajectories
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Emergent Terminal Behaviors
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Takeaways from Trajectories

● Complexity emerges from pretraining
● Different terminal behaviors emerge from simple training objectives
● Harder to analyze model behavior -> requires representation analysis
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Other Advantages of Recurrence



Recurrent Depth simplifies Speculative Decoding
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Just run the model with a few  recurrence steps to 
draft completions, verify with many steps



The model is able to exit per-token without training
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Recurrent Depth actually simplifies LLMs
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● Simplified speculative decoding 
● Zero-shot per-token adaptive computation
● Simplified KV-cache sharing
● Simplified continuous chain of thought



Conclusions, Takeaways, the Future
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What would this do for recurrent neural nets?

● Efficient Sequence Mixers require depth to match attention
● Even a linear attention model could probe every token after (seq_length) 

many recurrence steps
● Would this be helpful?
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If this is compute-heavy, what is parameter-heavy?
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If this is compute-heavy, what is parameter-heavy?

Mixture-of-Experts Models :)
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All types of "memory" implementations actually. 
Which one is the best to combine with this?



Conclusions, Takeaways, the Future
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● Different paradigm to pre-train models that scales surprisingly far
● How do we get arbitrary extrapolation in compute?
● How to post-train?
● Is this a complementary path to scaling model performance? What is an 

apples-to-apples comparison to CoT?



Questions
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